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Face-to-face conversational interaction

o [ a n

Communication — Emotion — Rapport — Situated Cooperation

=» Multimodal behavior
speech, intonation, facial expression, body and hand gesture, gaze, ...



Multimodal coordination dynamics

communicative: grounding, alignment, mimicry

cognitive: relational:
memory, familiarity,
attention, affiliation,
learning social distance
emotional: other:
affective state, personality

mood, empathy traits, culture

situated: objects, locations, visibility, task constraints

Interactive view — focus on dynamic coordination processes

» multimodal behavior arises from, and steers forward multiple,
interrelated coordination processes between and within interactants

» crucial role of prediction, planning, perception, adaptation

Lt has two tall towers, to
the right and to the left” Jtwo tall towers* ,with two towers* ,church towers*

unfolding interaction

Interactive, incremental reduction of multimodal signals
-> interplay of communicative and cognitive coordination and adaptation

(Clark & Wilkes-Gibbs 1986; Hoetjes et al. 2011; Galantucci & Steels 2008)



Social Cognitive Systems Group @ U Bielefeld

» Assistive systems and companions with abilities for
conversational social interaction and cooperation

» Learning from human behavior and embodied cognitive
mechanisms of social perception, reasoning, and action

» Focus: prediction, adaptation and learning in social interaction

Dialogue coordination—
communicative feedback

Then,
tomorrow...
Giving feedback as listener
* incremental interpretation

« assessment of own
understanding

+ FB selection and placement

=

L ldlke to visit N
Wi friend Marc

(Kopp et al. 2007)

Related systems

rapport agent (Gratch et al. 2006)
backchannel prediction (viorency et al. 2008)
EU project SEMAINE (2008-2010)



Dialogue coordination—

communicative feedback

he doesn’t
seem to agree

Adapting to the dialogue
partner as speaker

« elicit, recognize and interpret
listener feedback

+ infer mental state
+ online behavior adaptation

* incremental generation and
synthesis

(Buschmeier & Kopp, 2011, 2012)
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Dialogue coordination —

minimal mentalizing and predictive adaptation

Expec-
tations

/////

Situation

<L Bayesian model construction
LIS ) and simulation
il (Allwood et al. 2000)
Y
Mental |

-
-
-
-
-

ALS

(Buschmeier & Kopp 2012, 2013)

Dialogue coordination —

minimal mentalizing and predictive adaptation

— User is confused

Attentive speaker agent scenario
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Socially cooperative assistants for Bethel

people with special needs

$ Bundesministerium
|
ECAs as virtual assistants in daily life for elderly " !
or mentally handicapped users

» schedule management, video communication

» robust and adaptive dialogue, grounding and repair

Condition 1: Global Repair Strategy I8

Study with WoZ-based
systems and different
repair strategies

(Yaghoubzadeh et al., 2013, Kramer et al. 2013)

Cognitive dynamics —

intermodal coordination speech and gesture

ue spiral stairg

Speech and gesture interaction
» timing, form, semantics, pragmatics
» develop together, break down together

Computational production model
» from conceptualizing to overt behavior
» model-based and data-based
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Underlying cognitive dynamics?
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Image Message

 non-redundant gesture-speech combinations generator W FED L prope oneh | genertor
occur because mental images are more active e S— i - :

in speakers minds at the moment of speaking | = s spesch
than are verbal codes* (Hostetter & Alibali 2011, p.45) tormutator | ([ ] formulator

Motor

(Bergmann & Kopp 2009; Licking et al. 2013) control Artieutater

Gesture Speech



On virtual and robotic agents

Individualized

gesturing

5,00
3,75
2,50

Likeability
5,000
4,125
3,250

Competence

(Salem et al., 2011, 2012) (Bergmann et al., 2010)
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Interactional dynamics — Somameuion
interpersonal alignment

Linguistic
» prosodic, dialect, lexical, syntactic, semantic

» audience design, priming, two-stage accounts
(Brennan et al. “10, Pickering & Garrod '04, Keysar et al. "98)

At what time N
does Your shop
close?

Gestural
» between co-narrators (Kimbara "06, "08)

» in re-tellings, especially of meaningful features
(Parrill et al. 06, Mol et al. “11)

» in face-to-face dialogue (Holler & Wilkin 2011;
Bergmann & Kopp 2012)

Social, cognitive and communicative effects
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Interactional dynamics —
lexical alignment with virtual humans

Alignment strength

< ;
i:

(Branigan et al. 2010)
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F(2,87)=8.04, p=.001
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Interactional dynamics —

gestural alignment with virtual humans

< A
Tangram description game, human and ‘ j ‘
virtual agent (WoZ) alternating turns A

Three conditions:
2-handed vs. 1-handed vs. no gestures

1-handed gestures 2-handed gestures

¥ ¥

Proportion of 1-handed gestures
3 3
” )
Tl
ion of 2-handed gesturs
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o gesture stimuli
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Interactional and cognitive dynamics —

perception and action coupling

(Montgomery et al. 2007)

Shared Hierarchical
Motor Knowledge

ﬁensory system / \ Motor system \

Using internal simulation based on own sensorimotor
expertise for prediction-based perception and understanding

(Sadeghipour & Kopp 2011, 2014)
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perception and action coupling

Hierarchical Bayesian Belief Update
» incremental online processing — auto-completion, imitation, ...
» from perception to understanding, concurrent and interacting

Bottom-up update Top-down prediction
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Large-scale projects @CITEC

4 Intelligent Coaching Space N KDeep Familiarization Grounded N

VR-based closed-loop interaction [ AEEl e i alie Lelus e

and training system for motor skill

Autonomous guided familiarization
learning or rehabilitation

with novel objects and affordances

through mirror or virtual coach language processing context

y N 4
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Thank you very much for your attention.
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